Optical System Design Method of the All-day Starlight Refraction Navigation System
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Abstract: The application of starlight refraction navigation to spacecraft and space weapons is a significant development direction. Observing enough refracted stars for the star sensor in a strong limb background is an urgent problem. The all-day optical system parameters are analyzed based on the star detection requirement and navigation accuracy. Combined with primary aberration theory, the prime-focus catadioptric optical system is selected to meet the design requirements of a wide field of view (FOV) and tight structure. An H-band (1.52um-1.78um) star sensor is designed with an FOV of 6°, a focal length of 831mm, an effective aperture of 253mm, and a relative distortion of 0.03%. The energy concentration of the star point is 85% within 30um, and the maximum lateral chromatic aberration is 2.9um, which meets the imaging requirements. Furthermore, a baffle is designed to avoid the influence of direct sunlight on stellar imaging. The proposed method can provide a theoretical foundation and technical support for the optical design of the refraction star navigation.
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1. Introduction

Under the condition of Global Navigation Satellite System (GNSS) rejection, starlight refraction navigation can still provide position and attitude information for satellites and space weapons [1]. More and more researchers have paid considerable attention to this promising autonomous celestial navigation [2, 3]. In the starlight refraction navigation system, the star sensor observes three non-refracted stars to solve the attitude. Combined with the refracted stars at tangent heights from 20km to 50km, the position information can be obtained further [4]. Star sensors can measure the height based on one refracted star. It can simultaneously calculate the height, longitude, and latitude based on three refracted stars. Starlight refraction navigation can also be used to suppress accumulated errors in inertial navigation systems and improve the accuracy of integrated navigation systems [5].

Scholars have conducted in-depth research on starlight refraction navigation algorithms, but they overlook the issue of how star sensors observe refracted stars in strong limb backgrounds during the day. In 2002, the ESA GOMOS satellite could observe 4th magnitude stars in a bright limb background [6], with an optical aperture of 300mm and a focal length of 1.05 meters. Because it uses the Cassegrain optical system, the field of view (FOV) is limited to 0.6°. The FOV is too small to detect enough refracted stars. Based on the principle of autonomous navigation, Wu [7] designed a star sensor working in the visible light band in 2015. Because the number of stars in the H-band is much greater than that in the visible band, Xu [8] designed an infrared optical system with an FOV of 4°. In 2020, Jiang [9] gave an optimization method for the optical system with a 5.8° FOV. This star sensor had a 57.5% probability of observing refracted stars at night. In 2020, Bai and Li [10] designed a visible catadioptric star sensor for the satellite with an aperture of 285mm for lenses, an FOV of 2.8°, and an aperture of 257mm for mirrors. Because the strong limb background during the day is ignored, the existing star sensors [7-10] were unable to detect enough refracted stars during the day.

The design method of all-day star sensors for starlight refraction navigation has not been proposed, but researchers have studied many all-day star sensors that work near the ground. In 1964, the United States designed a star sensor [11] with an aperture of 400 mm. It can measure
7th magnitude stars at night and 3rd magnitude stars during the day. In 2002, the Blast star sensor [12] was designed with an aperture of 100 mm and a baffle of 1.2m, and the baffle is used to suppress the solar stray light. Compared to the visible band, the sky background radiance in the infrared band is weaker [13], and scholars often use infrared star sensors to suppress the bright background. The ST star sensor [14] worked in the near-infrared light band, with an aperture of 180mm, a focal length of 1800mm, and an FOV of 19.5′. In 2005, Microcosm company [15] designed a near-infrared star sensor, which can observe 7th magnitude stars. In 2021, Wang Bingwen proposed an optical system design method for star sensors in the H-band (1.52um-1.78um) with the catadioptric optical system, an aperture of 200mm, an FOV of 0.8°, an integration time of 0.35s, and a focal length of 1174mm [16]. The baffle is needed to suppress the solar stray light, and the baffle’s length is often more than three times the aperture. And the larger the FOV, the longer the baffle [17]. The existing all-day star sensor cannot meet the requirements of starlight refraction navigation due to the small FOV or long integration time.

In general, all-day star sensors have the characteristics of long focal lengths and large apertures. The H-band and the catadioptric system are more suitable for designing all-day star sensors. And the all-day star sensors for starlight refraction navigation have not been studied. This paper proposes an optical system design method for the all-day starlight refraction navigation system to meet the autonomous navigation. The article is arranged as follows. Section 2 introduces the principle of starlight refraction navigation. Section 3 proposes the method for determining the parameters of star sensors, including the FOV, limit magnitude, aperture, focal length, and optical system structure. Section 4 introduces the design results of the star sensor. The star sensor works in the H-band and adopts the prime-focus catadioptric optical system. The designed optical system is tighter than the refractive system. It contains fewer lenses, and only the spherical lenses are used to correct aberrations. The section 5 provides a summary of this paper.

2. Principle of starlight navigation

As shown in Fig. 1, due to the uneven density of the atmosphere, the starlight passing through the Earth’s atmosphere will bend to the Earth. The angle \( R_{\text{ref}} \) between the incident and refracted ray is the starlight refraction angle. The navigation algorithms use starlight refraction angles to sense the earth’s horizon and get the satellite’s position based on at least three stars.

![Fig. 1 The principle of starlight refraction for navigation](image)

The star refraction angle can be obtained as follows [18]:
where $R_{ref}$ is the starlight refraction angle, $h_a$ is the tangent height between 20km and 50km.

The tangent height is nearest height of the ray path from the earth.

The position information can be obtained with the refracted stars at tangent heights from 20km to 50km. For the height above 50 km, the refraction angle is too small to be measured. For heights below 20 km, the changes in atmospheric density are pretty drastic, and the refraction angle is unsuitable for navigation [18]. The accuracy of star sensors directly determines the navigation accuracy. The refraction angle at the tangent height of 20km is 316.31″, and the measurement error of 4.74″ will cause a navigation error of 64m [19]. The star sensor needs to observe non-refracted stars for high-precision attitude measurement and detect the refracted stars near the earth for the position. Therefore, the FOV, limit magnitude, and image quality of the star sensor for starlight refraction navigation are pretty different from those of traditional star sensors.

3. Main parameter design method

In order to meet all-day autonomous navigation, the star detection requirement is analyzed, as shown in Fig. 2. The relationship of FOV and limit magnitude is determined to satisfy the detection requirement. Then the aperture and focal length is analyzed to meet the limit magnitude. Combined with the image quality requirement, the appropriate system structural parameters are selected. Finally, the initial parameters of the optical system are determined and given to meet the starlight refraction navigation.

![Diagram of the main parameter design method](image)

3.1 Optical system requirement

3.1.1 Star detection requirement

For the star sensor, the FOV is divided into two parts, namely the non-refracted region and refracted region, which meet the needs of attitude calculation and position calculation respectively, as shown in Fig. 3. In Fig.3(a), the subscript $t$ represents the northeast coordinate system, and the solar zenith angle is 0° in this paper [20]. The tangent height of the refracted star ranges from 20km to 50km. When the satellite's height is 400km, the field of view $w_o$ covering the atmospheric is very small. In order to optimize the FOV configuration, one of the edges of the detector is placed in the tangential direction of the earth, as shown in Fig.3(b).
The probability $P_u$ of detecting stars to meet the requirements of starlight refraction navigation is as follows:

$$P_u = P(N_r \geq 3 \land N_n \geq 3)$$  \hspace{1cm} (2)

where $N_r$ is the number of refracted stars, and $N_n$ is the number of non-refracted stars.

In this paper, the requirement of the star detection probability is $P_u > 85\%$. As shown in Fig. 3(b), the non-refracted region is larger than the refracted region, and its limit magnitude is larger. So, it only needs to meet the requirement that the refracted star is more than three.

In order to fully utilize the FOV of the star sensor, this paper adopts a circular FOV star sensor. As shown in Fig. 3, the area $S_d$ of the refracted region is as follows.

$$\alpha = \arcsin\left(\frac{h_u + R_e}{h_u + R_i}\right)$$

$$\beta = \arcsin\left(\frac{h_u + R_e}{h_u + R_i}\right)$$

$$w_0 = \beta - \alpha$$

$$S_d \approx \frac{w_0 \cdot FOV}{2\sqrt{2}}$$

where $h_u = 20km$, $h_b = 50km$, $\alpha$ and $\beta$ is the angle between the optical axis direction and the center of the earth [21]. $\beta$ is shown in the Fig.3(a). $R_e$ is the earth radius. $h_u$ is the satellite height which is assumed to be 400km.

### 3.1.2 Image quality requirement

The image quality requirements of star sensors mainly include distortion and energy distribution. Distortion determines the navigation accuracy of the system, and energy distribution mainly determines the detection ability of star sensors. The energy distribution is mainly related to spherical aberration, dispersion, and astigmatism.

1) Distortion

From the previous analysis, the refraction angle error of 4.74" will cause a position error of 64m at the tangent height of 20km. In order to limit the navigation error to less than 100m, the
error caused by distortion should not exceed 4.74" with an FOV of 6°. And the distortion $\delta_{rel}$ should not exceed 0.043% by the equation (4).

$$|\delta_{rel}| \leq \frac{2 - 0.015 \cdot R_{20km}}{F_{\text{FOV}}}$$

where $R_{20km}$ is the starlight refraction angle at the tangent height of 20km.

2) Energy distribution

The star point on the image surface shouldn’t be a point, but a diffuse spot with a certain size for the star point extraction algorithm [22]. The shape of the star point should be approximately circular, and the energy is close to normal distribution. When the size of the diffuse spots is 3×3 pixels, the corresponding centroid positioning accuracy is 0.001 pixels which can meet the use. And it is required that the 85% energy of the diffusion spot is within the 3×3 pixels.

3.2 Optical system parameters

3.2.1 FOV and limit magnitude

The FOV and the limit magnitude determine the probability of star detection. Therefore, the FOV and limit magnitude are analyzed first. The limit magnitude is related to the background noise electrons $N_b$ and star electrons $N_{\text{star}}$ observed by the star sensor. The number of electrons of the star is:

$$N_{\text{star}} = K \cdot \frac{\pi}{4} \cdot D^2 \cdot \frac{1}{hc} \cdot \tau_{\text{opt}} \cdot t \cdot \int_{\lambda_b}^{\lambda_u} E_m(\lambda) \cdot Q(\lambda) \cdot \tau_{\text{atm}}(\lambda, h) \cdot \lambda \cdot d\lambda$$

$$\approx K \cdot \frac{\pi}{4} \cdot D^2 \cdot \frac{1}{hc} \cdot \tau_{\text{opt}} \cdot t \cdot E_m(\lambda) \cdot Q(\lambda) \cdot \tau_{\text{atm}}(\lambda, h) \cdot \lambda \cdot \Delta\lambda \bigg|_{\lambda = 1.65\mu m}$$

where $K$ is a coefficient representing the concentration ratio of light. When 85% of the star energy is concentrated in 3×3 pixels, $K$ is 1/9. $D$ denotes the effective aperture of the optical system; $h$ denotes the Planck constant; $c$ denotes the speed of light; $\tau_{\text{opt}}$ denotes the transmittance of the optical system; $t$ is the integration time; $E_m(\lambda)$ is the spectral irradiance of the star magnitude $m$. $\lambda$ is the wavelength; $\lambda_b$ is lower limit of wavelength integration; $\lambda_u$ is upper limit of wavelength integration; $Q(\lambda)$ is the quantum efficiency; $\tau_{\text{atm}}(\lambda, h)$ is the transmittance of atmospheric at different tangential heights $h$.

The magnitude relationship is:

$$E_m = E_0 \cdot 2.5^{-m}$$

where $E_0$ is the spectral irradiance of the zero magnitude [13].

The limb background radiation includes the solar reflection radiation, Earth radiation, Earth reflection radiation and the atmospheric radiation. The number of electrons for the limb background is:

$$N_b = \frac{\pi D^2}{4} \cdot \frac{u^2}{f^2} \cdot \frac{1}{hc} \cdot t \cdot \tau_{\text{opt}} \cdot \int_{\lambda_b}^{\lambda_u} \psi(\lambda, h) \cdot Q(\lambda) \cdot \lambda \cdot d\lambda$$

$$\approx \frac{\pi D^2}{4} \cdot \frac{u^2}{f^2} \cdot \frac{1}{hc} \cdot t \cdot \tau_{\text{opt}} \cdot \psi(\lambda, h) \cdot Q(\lambda) \cdot \lambda \cdot \Delta\lambda \bigg|_{\lambda = 1.65\mu m}$$

where $u$ is the pixel size of the detector, and $f$ is the focal length of the optical system. $\psi(\lambda, h)$ is the atmospheric limb background radiance data at the tangent height $h$.

The signal-to-noise ratio (SNR) [16] is shown in equation (8). A signal-to-noise ratio of 5 or more is sufficient for star point extraction.
\[
\text{SNR} = \frac{N_{\text{im}}}{\sqrt{N_{\text{sn}} + N_b + N_{\text{APS}}^2}} \geq V_{th} \quad (8)
\]

where \(N_{\text{APS}}^2\) is the squared photoelectrons of detector noise, and \(V_{th}\) is the threshold.

The limb background radiation is not constant, but decreases with the increasing tangent height. The MODTRAN 5 software [23] is used to calculate the limb radiance. Fig. 4 shows the limb background radiance at different tangent heights at 1.65um.

Fig. 4 Limb background radiance at different tangent heights at 1.65um

Because the limb background radiance is variable, the corresponding limit magnitude varies with height. As shown in equation (9), the limit magnitude at the tangent height \(h_a\) is \(m_{l,ha}\) by solving equation (8). The limit magnitude at the tangent height \(h_b\) is \(m_{l,hb}\) shown in equation (10). So, the limit magnitude difference at different tangent heights can be calculated according to equation (11). Since the detector noise \(N_{\text{APS}}^2\) is much smaller than the limb background \(N_b\), \(N_{\text{APS}}^2\) can be ignored in the calculation.

\[
m_{l,ha} = \log_{2.5} (N_{ch}) - \log_{2.5} \left( \frac{V_{th}^2 + \sqrt{V_{th}^4 + 4V_{th}^2 (N_{b,ha} + N_{\text{APS}}^2)}}{2} \right) \quad (9)
\]

\[
m_{l,hb} = \log_{2.5} (N_{ch}) - \log_{2.5} \left( \frac{V_{th}^2 + \sqrt{V_{th}^4 + 4V_{th}^2 (N_{b,hb} + N_{\text{APS}}^2)}}{2} \right) \quad (10)
\]

\[
m_{l,hb} - m_{l,ha} = -\log_{2.5} \left( \frac{V_{th}^2 + \sqrt{V_{th}^4 + 4V_{th}^2 (N_{b,hb} + N_{\text{APS}}^2)}}{V_{th}^2 + \sqrt{V_{th}^4 + 4V_{th}^2 (N_{b,ha} + N_{\text{APS}}^2)}} \right) \quad (11)
\]

where \(N_{b,ha}\) is the limb background at the tangent height of \(h_a\), and \(N_{b,hb}\) is the limb background at the tangent height of \(h_b\).

The simulation is used to analyze the limit magnitude with different FOV meeting the star detection requirement. The optical axis pointing of the star sensor is shown in Fig. 3. The attitude and position of the star sensor are randomly changed in the simulation, and the corresponding limit magnitude of different FOV is calculated to meet the star detection requirement \(P > 85\%\), as shown in Table 1. In the simulation, the navigation stars are selected...
from the $H$-band catalog, and the tangent height is 20-50km. It can be seen that the limit magnitude decreases with the increasing FOV. Table 1 shows the limit magnitude at 20km, and the limit magnitude at other tangent heights is calculated by the equation (11).

**Table 1.** The limit magnitude with different FOV meeting the star detection probability

<table>
<thead>
<tr>
<th>FOV</th>
<th>2°</th>
<th>4°</th>
<th>6°</th>
<th>8°</th>
<th>10°</th>
<th>15°</th>
</tr>
</thead>
<tbody>
<tr>
<td>Limit magnitude</td>
<td>6.8</td>
<td>5.4</td>
<td>4.8</td>
<td>4.6</td>
<td>4.2</td>
<td>3.9</td>
</tr>
<tr>
<td>Average refracted star number</td>
<td>8.1</td>
<td>9.8</td>
<td>8.9</td>
<td>10.2</td>
<td>8.5</td>
<td>8.2</td>
</tr>
</tbody>
</table>

Assuming that the navigation stars are uniformly distributed, the number $N_{FOV}$ of refracted stars [24] in the refracted region can be calculated by the equation (12).

$$N_{FOV} = N(m_{lim}) \left(1 - \frac{S_a}{4\pi}\right)$$  \hspace{1cm} (12)

where $N(m_{lim})$ is the number of stars corresponding to the limit magnitude $m_{lim}$.

The probability $P_n$ of at least $n$ refracted stars appearing in the refracted region [25] can be calculated by equation (13). The number of stars in the $H$-band is much greater than that in the visible band [16]. Therefore, $H$-band star sensors are better than the visible band to meet the needs of refracted star detection according to equations (12) and (13).

$$P_n = 1 - \sum_{k=0}^{n-1} \left( e^{-N_{FOV}} \cdot \frac{N_{FOV}^k}{k!} \right)$$  \hspace{1cm} (13)

Because the limb background varies at different heights, the limit magnitude at 30km is used to predict the probability of star detection by the equations (12) and (13). Fig. 5 shows the detection probabilities of refracted stars corresponding to different limit magnitudes at 20km with a 6° FOV. It can be seen that the simulation results and prediction results by equation (13) are basically consistent.

![Fig. 5 Star detection probability at different limit magnitude with 6° FOV](image)

3.2.2 Aperture and focal length

According to the equations (5)-(8), the limit magnitude is determined by the aperture, focal length, and some detector parameters. Most infrared detectors have similar parameters, with pixel sizes ranging from 7um to 15um. This paper discusses the aperture and focal length based on a 10um pixel size.
Substituting the equations (5) and (7) into (8) to get:

\[
D \cdot f \approx \frac{2u \cdot V_m}{K \cdot \tau_{\text{atm}}(\lambda, h) \cdot E_m(\lambda) \cdot \sqrt{hc \cdot \varphi(\lambda)} \cdot \pi \cdot \tau_{\text{opt}} \cdot \text{Eff}(\lambda) \cdot \lambda \cdot \Delta \lambda_{\lambda=1.65\mu m}}
\]  

(14)

Based on the detector [26] shown in Table 2 and the limit magnitude in Table 1, the aperture and focal length for different FOV are calculated through simulation by the trial, as shown in Fig. 6 and Table 3. The transmittance of the optical system is assumed to be 85%. The equation (14) is used to predict the aperture and focal length. It can be seen that the simulation results and prediction results are basically consistent. The F-number is the ratio of the focal length to the aperture.

**Table 2.** Main parameters of the detector

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pixel size(um)</td>
<td>10um</td>
</tr>
<tr>
<td>Quantum efficiency Q</td>
<td>90%</td>
</tr>
<tr>
<td>Median noise(e(^-)rms)</td>
<td>12.4</td>
</tr>
<tr>
<td>Median dark noise(e(^-)/s/pixel)</td>
<td>0.012</td>
</tr>
<tr>
<td>Full well capacity[ke(^-)]</td>
<td>109</td>
</tr>
<tr>
<td>Integration time(ms)</td>
<td>20</td>
</tr>
</tbody>
</table>

**Fig. 6** The aperture and focal length with different FOV meeting the star detection requirements

**Table 3.** The aperture and focal length with different FOV meeting the star detection requirements (mm)

<table>
<thead>
<tr>
<th>F-number</th>
<th>4°FOV</th>
<th>6°FOV</th>
<th>10°FOV</th>
<th>15°FOV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Effective Aperture</td>
<td>Focal length</td>
<td>Effective Aperture</td>
<td>Focal length</td>
</tr>
<tr>
<td>1</td>
<td>660</td>
<td>600</td>
<td>460</td>
<td>460</td>
</tr>
<tr>
<td>2</td>
<td>420</td>
<td>840</td>
<td>320</td>
<td>640</td>
</tr>
<tr>
<td>F-number</td>
<td>4°FOV</td>
<td>6°FOV</td>
<td>10°FOV</td>
<td>15°FOV</td>
</tr>
<tr>
<td>----------</td>
<td>-------</td>
<td>-------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td></td>
<td>Effective Aperture</td>
<td>Focal length</td>
<td>Effective Aperture</td>
<td>Focal length</td>
</tr>
<tr>
<td>3</td>
<td>350</td>
<td>1050</td>
<td>260</td>
<td>780</td>
</tr>
<tr>
<td>4</td>
<td>300</td>
<td>1200</td>
<td>230</td>
<td>920</td>
</tr>
<tr>
<td>5</td>
<td>270</td>
<td>1350</td>
<td>210</td>
<td>1050</td>
</tr>
</tbody>
</table>

Table 3 can be used for the selection of optical system structures. The optical system of the star sensor usually adopts refractive, reflective, and catadioptric structures. The F-number of the refractive optical systems is often less than 2 with a large FOV. The aperture of the optical system needs to reach 200mm even in a 15° FOV. In order to correct distortions and astigmatism in a large FOV, more than ten refractive lenses are often used in refractive optical systems. And the baffle corresponding to the large FOV is also cumbersome. The F-number of reflective optical system is often greater than 3, with the advantage of large aperture and long focal length, but their FOV is often small. The catadioptric optical system can expand the FOV of the reflective optical system with corrector lenses, so this paper initially selects the catadioptric optical with a medium FOV of 6°, and the F-number is 3.

3.2.3 Optical system structure

This paper intends to design an optical system based on a catadioptric optical system. The basic structure of the two-mirror optical system is shown in Fig. 7. \( h \) is the half aperture of the prime mirror. \( h_2 \) is the half aperture of the second mirror. \( l_2 \) is the distance from the second mirror to the prime focus. \( l'_2 \) is the distance from the second mirror to the second focus. \( f'_1 \) is the primary mirror’s focus length.

![Diagram of two-mirror optical system](image)

Both the primary mirror and the secondary mirror are the type of conic:

\[
y^2 = 2rx - (1 - e^2)x^2
\]

where \( e^2 \) is the eccentricity of the curve, \( r \) is the curvature radius at the curve vertex.

Define two parameters \( \alpha \) and \( \beta \) related to overall dimensions:
From aberration analysis, the spherical aberration, astigmatism, and distortion seriously restrict the FOV of the optical system [27]. According to the third-order aberration coefficients of Seidel [16], it should meet the following equation:

\[
\begin{align*}
S_i &= S_3 = S_5 = 0 \\
S_1 &= \left[ \frac{\alpha(\beta-1)(\beta+1)}{4} - \frac{\alpha(\beta+1)^2}{4} e_i^2 \right] - \frac{\beta^3}{4} (1 - e_i^2) \\
S_3 &= \left[ \frac{(1-\alpha)^2}{\alpha} \right] - \frac{3 (1-\alpha)^2 (1+\beta)}{2} - \frac{2(1-\alpha)(1+\beta)}{\alpha^3 \beta^2} \\
S_5 &= \left[ \frac{\alpha(\beta+1)^2}{4\beta^3} - \frac{\alpha(1-\beta)^2 (1+\beta)}{4\beta^3} \right] - \frac{\alpha \beta - \beta - 1}{\alpha} \\
\end{align*}
\]

where \( S_i \) is the coefficient of the spherical aberration, \( S_3 \) is the coefficient of the astigmatism, \( S_5 \) is the coefficient of the distortion, \( e_i \) is the curve eccentricity of the prime mirror, and \( e_2 \) is the curve eccentricity of the second mirror.

Based on equations (16) and (17), it can be obtained:

\[
\begin{align*}
\alpha &= \frac{(1+\beta)^2}{1-3\beta^2} \\
e_i^2 &= 1 - \frac{(1+\beta)^2 (3\beta+1)}{(2\beta+1)^2 \beta^3} \\
e_2^2 &= \frac{(1-\beta)^2 (2\beta+1)^2 - (3\beta+1)(1-3\beta^2)}{(\beta+1)^2 (2\beta+1)^2}
\end{align*}
\]

The only valid solution of equation (18) can be obtained as follows:

\[
\begin{align*}
\alpha &= 0 \\
\beta &= -1 \\
e_i^2 &= 1 \\
e_2^2 &= 0
\end{align*}
\]

Equation (19) indicates that the prime-focus optical structure with one mirror can eliminate the astigmatism and distortion, so as to expand the FOV of the catadioptric system. The prime-focus optical system has been well applied in the large aperture telescope [28] with a 4m aperture.

Based on the analysis method in this section, the following optical system parameters have been preliminarily determined, as shown in Table 4.
Table 4. Initial parameters of the optical system

<table>
<thead>
<tr>
<th>parameters</th>
<th>Targets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focal length</td>
<td>780mm</td>
</tr>
<tr>
<td>Effective aperture</td>
<td>260mm</td>
</tr>
<tr>
<td>FOV</td>
<td>≥6°</td>
</tr>
<tr>
<td>Limit magnitude</td>
<td>≥4.8</td>
</tr>
<tr>
<td>Waveband</td>
<td>1.52~1.78um</td>
</tr>
<tr>
<td>Energy concentration</td>
<td>≥85% in 30um</td>
</tr>
<tr>
<td>Distortion</td>
<td>≤0.43%</td>
</tr>
<tr>
<td>Integration time</td>
<td>20ms</td>
</tr>
<tr>
<td>Refractive Star Observation</td>
<td>≥85%</td>
</tr>
<tr>
<td>Probability</td>
<td></td>
</tr>
<tr>
<td>Non-Refractive Star Observation</td>
<td>≥95%</td>
</tr>
<tr>
<td>Probability</td>
<td></td>
</tr>
</tbody>
</table>

4. Optical system design and result

According to the initial parameters of the optical system, the optical system is designed and optimized. The image quality and stray light suppression performance are evaluated.

4.1 Optical system design Result

Wide-field corrector is added to the prime-focus optical system to further correct aberrations and expand the FOV. The optical design result is Terebizh-style [29] with five spherical lenses, as shown in Fig. 8 and Table 5.

Based on the optimization method in Zemax, the surface shape parameter $e^2$, curvature radius, and interval of the lenses are taken as optimization variables, and Rms + Wavefront + Centroid are used as the optimization function. The optical system operates in a vacuum environment. Operand effective focal length (EFFL) controls the range of focal length. Operand axial color (AXCL) controls the lateral chromatic aberration. Operand RMS spot radius with respect to the geometric image centroid (RSCE) controls the size of the spot diagram. Operand DIMX is used to control the distortion. Operands COMA and ASTI are used to control coma aberration and astigmatism. During the design, the parameter range is limited by the above operands. Through repeated optimization, the optical system result was ultimately obtained.

The surface shape parameter of the mirror is -2.674. The glasses are from the CDGM glass warehouse. The focal length of the designed optical lens is 831mm, the aperture is 300mm, and the transmittance is 59%. Due to the obstruction of the lens, the effective aperture is 253mm, whose corresponding transmittance is 85.3% in the equation (14). The length of the optical system is 1038mm, the aperture is 300mm, and the weight is 3.1kg.

Fig. 8 Schematic of the optical system
Table 5. Optimized parameters of the catadioptric optical system

<table>
<thead>
<tr>
<th>Lens</th>
<th>Radius of curvature/mm</th>
<th>thickness/mm</th>
<th>Radius/mm</th>
<th>Glass</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>-2111.657</td>
<td>-767.437</td>
<td>150.277</td>
<td>Mirror</td>
</tr>
<tr>
<td>L1</td>
<td>-250.140</td>
<td>-26.276</td>
<td>80.844</td>
<td>D-K9</td>
</tr>
<tr>
<td></td>
<td>-156.406</td>
<td>-20.312</td>
<td>80.814</td>
<td></td>
</tr>
<tr>
<td>L2</td>
<td>-1005.727</td>
<td>-14.029</td>
<td>75.380</td>
<td>H-ZLAF75B</td>
</tr>
<tr>
<td></td>
<td>808.869</td>
<td>-61.471</td>
<td>75.150</td>
<td></td>
</tr>
<tr>
<td>L3</td>
<td>568.244</td>
<td>-7.076</td>
<td>66.763</td>
<td>H-K9LA</td>
</tr>
<tr>
<td></td>
<td>-232.117</td>
<td>-9.612</td>
<td>66.716</td>
<td></td>
</tr>
<tr>
<td>L4</td>
<td>-159.449</td>
<td>-24.713</td>
<td>66.795</td>
<td>H-FK95N</td>
</tr>
<tr>
<td></td>
<td>395.243</td>
<td>-45.845</td>
<td>66.404</td>
<td></td>
</tr>
<tr>
<td>L5</td>
<td>158.838</td>
<td>-7.372</td>
<td>58.082</td>
<td>H-K9LA</td>
</tr>
<tr>
<td></td>
<td>151.108</td>
<td>-54.553</td>
<td>58.100</td>
<td></td>
</tr>
<tr>
<td>IMA</td>
<td>Infinity</td>
<td>-</td>
<td>43.613</td>
<td></td>
</tr>
</tbody>
</table>

4.2 Image quality

The spot diagram, encircled energy curves, chromatic aberration curves, and distortion curves are used to evaluate the imaging quality of the optical system for the star sensor.

In the spectral range of 1.52-1.78 μm, Fig. 9 shows the spot diagrams of the diffuse spots under five FOVs of 0.0°, 0.8°, 1.5°, 2.2° and 3.0°. Table 6 shows the RMS radius and GEO radius of the diffuse spots. It is clearly seen that the distributions of the diffuse spots were not only basically round and concentrated, but also had a certain degree of dispersion and good symmetry. The RMS radius of the diffuse spots is smaller than the pixel size.

![Spot diagram of diffuse spots](image)

Table 6. Spot diagram radius with different field

<table>
<thead>
<tr>
<th>Field(°)</th>
<th>RMS radius(um)</th>
<th>GEO radius(um)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>6.287</td>
<td>10.700</td>
</tr>
<tr>
<td>Field(°)</td>
<td>RMS radius(um)</td>
<td>GEO radius(um)</td>
</tr>
<tr>
<td>---------</td>
<td>----------------</td>
<td>----------------</td>
</tr>
<tr>
<td>0.8</td>
<td>6.361</td>
<td>12.036</td>
</tr>
<tr>
<td>1.5</td>
<td>7.047</td>
<td>13.785</td>
</tr>
<tr>
<td>2.2</td>
<td>8.106</td>
<td>16.727</td>
</tr>
<tr>
<td>3.0</td>
<td>6.444</td>
<td>15.359</td>
</tr>
</tbody>
</table>

The curves of the encircled energy under the different FOVs are shown in Fig. 10. The energy distributions of the diffuse spots are close to the Gaussian normal distribution. 85% of the energy contained in the diffuse spots is distributed within a radius of 13.3um, which is less than the 3×3 pixels and meets the design requirement. 90% of the energy is distributed within the 3×3 pixels. Fig. 11 shows the lateral chromatic aberration between different wavelengths (1.52-1.78um) and the center wavelength of 1.65um. The results show that the maximum lateral chromatic aberration was 2.9um, which is less than the airy radius of 5.4um, and can meet the requirements.

**Fig. 10** Energy concentration curve of the designed optical system

**Fig. 11** Lateral chromatic aberration curves of the designed optical system
For the optical system of the star sensor, the smaller relative distortion is necessary to obtain a higher measurement accuracy. The relative distortion curve of the optical system is shown in Fig. 12. The maximum relative distortion is 0.025% in the FOV from -3° to +3°, which fully meet the design specification of the relative distortion 0.043%.

![Relative distortion curves of the designed optical system](image)

Tolerance analysis is one of the most important steps in optical design. Table 7 shows the tolerances for the designed optical system, which is obtained from a large catadioptric optical system [10,30]. Tolerance analysis is performed by the ZEMAX software with two methods, including sensitivity analysis and Monte Carlo analysis. The adjustment parameter (compensator) and the performance criteria are the back focus and RMS spot. Table 8 shows the results of tolerancing by sensitivity analysis method. It shows that 90% of tolerances have an RMS spot radius of 8.25μm. Furthermore, 80% of tolerances lead to an RMS spot radius of 7.83μm, which is satisfying with a 10um pixel pitch.

**Table 7. Tolerances of designed optical system**

<table>
<thead>
<tr>
<th>Tolerance</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radius (um)</td>
<td>±50</td>
</tr>
<tr>
<td>Thickness/um</td>
<td>±50</td>
</tr>
<tr>
<td>Decenter/um</td>
<td>±50</td>
</tr>
<tr>
<td>Tilt/(°)</td>
<td>±0.01</td>
</tr>
<tr>
<td>Index</td>
<td>0.001</td>
</tr>
<tr>
<td>Abbe</td>
<td>1%</td>
</tr>
</tbody>
</table>

**Table 8. Deviation of nominal criteria by tolerances**

<table>
<thead>
<tr>
<th>Probability</th>
<th>Criteria (RMS spot radius in um)</th>
</tr>
</thead>
<tbody>
<tr>
<td>90%</td>
<td>&lt; 8.25</td>
</tr>
<tr>
<td>80%</td>
<td>&lt; 7.83</td>
</tr>
<tr>
<td>50%</td>
<td>&lt; 7.30</td>
</tr>
<tr>
<td>20%</td>
<td>&lt; 6.69</td>
</tr>
<tr>
<td>Probability</td>
<td>Criteria (RMS spot radius in μm)</td>
</tr>
<tr>
<td>-------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>10%</td>
<td>&lt; 6.41</td>
</tr>
</tbody>
</table>

4.3 Stray light suppression

In order to reduce the adverse impact of stray light sources, mainly from the sun, a baffle is designed by the method in [17], as shown in Fig. 13. The surface of the baffle is sprayed with Metal Velvet, which has an absorption rate better than 96% at the $H$-band. The stray light analysis software Lightools is used to evaluate the performance of the stray light elimination system with PST [16] as the evaluation index. PST is the ratio of light received by the optical system to sunlight. The off-axis angle is the angle between the sun and the optical axis. Set the off-axis angle of $5^\circ$-$80^\circ$ and a step size of $5^\circ$. The obtained PST curve with the off-axis angle is shown in Fig. 14. With the increase of off-axis angle, the PST decreases. When the off-axis angle is greater than $30^\circ$, the PST is better than $10^{-6}$, and the influence of direct solar light on star detection will be negligible [16].

It can be seen that the baffle also acts as a tube, and the designed system is tighter than the refractive system. It contains fewer lenses, and only the spherical lenses are used to correct aberrations.

Fig. 13 Baffle and the designed optical system

Fig. 14 Variation curve of the PST with off-axis angle

5. Conclusions
In order to meet all-day autonomous navigation, an optical system design method of the starlight refraction navigation system is proposed in this paper. Based on the optical system requirement, the method for determining the optical system parameters and structure is presented. An H-band catadioptric star sensor is designed. Compared with the refractive optical system, the designed catadioptric system uses fewer lenses, and the structure is tighter. The proposed method can provide a theoretical foundation and technical support for the optical design of the refraction star navigation. Next, we will build a hardware-in-the-loop simulation platform and verify relevant navigation algorithms.
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