Accurate calibration of optical tweezers close to a glass surface using interference rings in backscattered light
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Abstract. Mechanical forces play an important role in the behaviour of cells, from differentiation to migration and the development of diseases. Optical tweezers provide a quantitative tool to study these forces and must be combined with other tools, such as phase contrast and fluorescence microscopy. Detecting the retro-reflected trap beam is a convenient way to monitor the force applied by optical tweezers, while freeing top access to the sample. Accurate in situ calibration is required especially for single cells close to a surface where viscosity varies rapidly with height. Here, we take advantage of the well contrasted interference rings in the back focal plane of the objective to find the height of a trapped bead above a cover slip. We thus map the viscous drag dependence close to the surface and find agreement between four different measurement techniques for the trap stiffness down to 2 μm above the surface. Combining this detection scheme with phase contrast microscopy, we show that the phase ring in the back focal plane of the objective must be deorted in a conjugate plane on the imaging path. This simplifies implementation of optical tweezers in combination with other techniques for biomechanical studies.
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1 Introduction

Optical tweezers are widely used in biophysics to study mechanical properties of single systems, from the molecular to the cellular level [1–3]. For precise force measurements, micron-sized beads are specifically linked to the biological system under study and act as well defined handles. The force applied on these beads must be calibrated before it is applied to the biological system. Many calibration techniques have been developed [4], such as power-spectrum analysis [5], drag force, escape force, equipartition [6], direct force measurement by optical momentum transfer [7, 8], step-response: [9–11], Bayesian inference [12] and machine learning [13].

Most calibration techniques use forward scattering by the bead collected by a condenser and image the back-focal plane of this condenser on a quadrant photodiode or a position sensitive detector in order to be sensitive only to the displacement of the bead within the trap [7–9, 14]. However, detecting small displacements of the bead requires collecting the transmitted light over a large numerical aperture. It thus makes sense to use the same high NA objective both for trapping and detecting, and to collect back scattered instead of forward scattered light for calibration [15]. In addition, transmitted light is sometimes blocked by the sample itself for example when studying nanopores [16–18] or by the annular diaphragm in the condenser when using dark-field imaging [19]. In many respects, calibration techniques using trapping light transmitted by the bead are transposable to the reflection setups. In transmission, interference between light reflected by the bead and light reflected at the coverslip-water interface induces a small modulation of the total intensity that can be used to infer the height of the bead [20]. In reflection, this interference plays a stronger role due to its higher contrast. Some authors have used the modulation of the total reflected intensity to infer the axial displacement of the bead [7, 10] as a complementary signal to the forward scattering. When backscattering detection is used alone for calibration, the influence of interference on the signal detected by the quadrant photodiode can be more problematic. Some experiments have used spatial filtering and
central obtruction of the back focal plane of the objective to eliminate light reflected from any other surface than the bead itself [16–18]. More recently, Samadi et al. [19] calculated numerically the signal due to the interference of the light reflected by the bead and that reflected by the coverslip. Here, we monitor this very well contrasted interference pattern and use it to measure precisely the height of the bead, needed to infer the viscous drag close to the glass surface. We check that despite this interference pattern the detection response remains linear. We compare four stiffness calibration methods, namely step-response, Bayesian inference, and the well-known power-spectrum density and equipartition calibration methods. We evaluate their accuracy as a function of the height of the bead with respect to the coverslip and of the incident trapping laser power. We then show that the use of a phase contrast objective, in this configuration, prevents the calibration, unless the phase ring can be deported in the imaging path. The conclusions in the latter case are different from the one obtained with a detection in transmission [21].

2 Experimental setup

The setup (Fig. 1) is based on an inverted microscope (Nikon, Eclipse Ti-U) and an oil immersion objective (Nikon, Plan Fluor 100X, NA = 1.3 or Plan Fluor 100X, NA = 1.3, Ph3). Beads are trapped using an Ytterbium fiber laser (Keopsys, λ = 1069 nm, TEM00, linearly polarized) delivering up to 700 mW at the entrance of the objective. Two orthogonal acousto-optic deflectors (AOD) (Intra Action Corp, DTD 274HA6) control the displacement of the trap in the transverse plane. Each AOD frequency is controlled by a home-built Direct Digital Synthetizer (DDS) with a time resolution of 2 ps. In order to get a pure translation of the trap in the sample plane, the AODs are conjugated with the back-focal plane of the objective (BFP). The laser beam is expanded in order to fill the entrance pupil of the objective (Φpupil = 5.2 mm, diameter of the laser waist before the objective Φlaser = 5.3 mm).

The backscattered signal is detected by a quadrant photodiode (QPD, SPOT-9DMI, OSI Optoelectronics). All four signals are simultaneously digitized at 65 kHz using a Delta Sigma DAC (National Instruments, PCI 4474), and divided by the sum signal (using Labview) to obtain a signal independent of the intensity variations of the trap beam. The detector plane is conjugated with the back-focal plane of the objective. The photodiode is therefore only sensitive to the position of the bead with respect to the center of the trap. When a CCD camera is used in place of the QPD, we observe the interference pattern shown in Figure 1 above the QPD.

The sample used for calibration consists in a micro-fluidic chamber between a glass slide and a coverslip filled with 20 μL of a solution of 3 μm polystyrene beads (Polybead Carboxylate 3.00 ± 0.07 μm microspheres) diluted to 1:106 (v/v) in de-ionized water.

3 Bead position calibration

Measuring the lateral force on the bead requires a calibration of the position of the bead in x and y with respect to the center of the trap, as well as a calibration of the stiffness of the trap. Both of these can be inferred from the QPD signal, provided the conversion factor between the normalized QPD signal and the position in mm of the trapped bead is calibrated. In addition, the most common method for trap stiffness calibration, namely the power spectrum method, as well as the step response method, require a good knowledge of the bead height, since viscous drag rapidly increases close to the surface. This variation is known as Faxén’s law [6].

3.1 Calibration of bead height – Interference pattern in reflection

We monitored the spatial distribution of the interference between the light reflected by the bead and that reflected by the coverslip, by placing a camera instead of a QPD in a plane conjugate with the back focal plane of the objective. The reflection on the top surface of the coverslip is due to the difference in refractive index between the liquid and the glass. Figure 2 shows the well contrasted rings that are observed for different heights of the bead with respect to the coverslip.

This pattern gives us information about the height of the bead. In the center of the pattern, i.e. for normal incidence on the bead, the optical path difference is:

\[
\delta(d) = 2n_l d + \lambda/2,
\]

where \(n_l\) is the refractive index of the liquid surrounding the bead and \(d\) the distance between the top surface of the coverslip and the bottom of the bead. When the distance between the bead and the surface is increased starting from a position of contact of the bead on the surface, the center of the interference pattern alternates between dark and bright fringes with a period \(D = \lambda/2n_l = 402\) nm. This gives us directly the height of the bead center \(h = d + R\) where \(R\) is the radius of the bead. Note that identifying the full interference pattern gives us directly the bead height without having to count the number of dark fringes from height zero.

As a confirmation of this model, we measured the distance \(d\) inferred from the center of the interference pattern as a function of the displacement of the piezo-stage in the \(z\) direction. We found a ratio \(D_{\text{piezo}} / D = 1.24 \pm 0.05\) compatible with a ratio of 1.18 calculated from the refraction at the coverslip-liquid interface (respective refractive indices 1.52 and 1.33), with a small correction by spherical aberration further lowering the focusing plane of the trapping laser (see Appendix).

3.2 Calibration of the lateral position of the bead

The conversion factor between the normalized QPD signal \(S_0\) and the position in mm of the trapped bead with respect to the center of the trap was determined in both
directions $x$ and $y$ using the step-response method, as described in [11]. In this method, the trap beam is moved rapidly by a known distance, and we measure the QPD signal as the bead comes back into the trap. The initial signal gives the position calibration, and the decay time the stiffness. Figure 3 shows the calibration of the detector over displacements from $-600$ nm to $600$ nm at a given height (2.7 $\mu$m) and laser power (230 mW) when using the objective without a phase ring. As expected, the response is linear for small displacements. A saturation appears when the bead moves further than 300 nm, a distance on the order of the laser waist at the focus (500 nm in our setup).

Figure 4 shows the QPD signal for a displacement $x_0$ of 300 nm as a function of the height of the bead center. With the objective without phase ring, we observed oscillations on the order of 5% for different heights of the bead (see red squares in Fig. 4). When the bead moves further than 300 nm, a distance on the order of the laser waist at the focus (500 nm in our setup).

Figure 4 shows the QPD signal for a displacement $x_0$ of 300 nm as a function of the height of the bead center. With the objective without phase ring, we observed oscillations on the order of 5% for different heights of the bead (see red squares in Fig. 4). When the bead moves further than 300 nm, a distance on the order of the laser waist at the focus (500 nm in our setup).

3.3 Effect of a phase ring

For this section, we used the phase-contrast objective. We calibrated the QPD, as in Section 3.2. The results are plotted in Figure 4 (blue circles). In this case, the signal of the QPD depends strongly on the trapped bead height (almost 20% change for half an interference order on the interference pattern). This has not been reported when the QPD is placed in a plane conjugated with the condenser BFP [21]. This effect is due to the fact that the phase ring is located in the objective BFP, and is thus imaged onto the QPD (see Fig. 2d). Depending on the trapped-bead height, the phase ring blocks either a dark or a bright portion of the interference pattern, leading to large differences in the QPD sensitivity. To avoid this problem, it is necessary to deport the phase ring outside the microscope objective, in a plane conjugate to the pupil in the imaging path.

4 Trap stiffness calibration – comparison of the different methods

Using the above position calibrations, we have made a comparison of four different methods to determine the stiffness
of our optical tweezer. The methods fall into two categories. In the first two, step response and power spectrum analysis, a knowledge of the viscous drag is necessary to obtain a quantitative measurement. This point is critical because the drag is significantly modified when the bead is within a few microns of a surface such as a cover slip. By contrast, the other two methods, equipartition and Bayesian inference, do not require a knowledge of this drag, but they can be sensitive to other systematic effects, in particular the low frequency noise in the system. We have successfully corrected the systematic effects in three of these methods as we describe in the following.

4.1 Trap calibration methods

All measurements were performed using the objective without the phase ring. In order to compare the four different calibration methods, the Brownian motion and the step-response of the same trapped bead were recorded in both directions $x$ and $y$. For each height and laser power,
10 data sets of 30 steps of 100 nm were acquired with the same bead, and the QPD calibration was performed each time.

For the step-response method, the 30 steps in each data set were averaged and fitted to obtain a relaxation time. The trap stiffness is deduced from the average of those fitted values, with error bars corresponding to their standard deviation. The relaxation time scales were all less than 400 μs.

For the power spectrum analysis, we took one Brownian motion trajectory of 8 s for each height. This data was processed using the program published in [22]. The Fourier Transform of the Brownian motion trajectory is fitted by

\[ P(f) = \frac{D}{2\pi^2} \left( \frac{x^2 + \frac{1 - x^2}{1 + (f/f_d)^2}}{f^2} \right) \]

where \( D \) is the diffusion coefficient, \( f_c \) the trap cutoff frequency, \( f_d \) is the QPD cutoff frequency and \( x \) the fraction of charge carriers created in the depletion area. The two latter parameters are introduced to take into account the finite temporal response of the photodiode [23]. Because of the presence of low frequency noise (see Fig. 5), we restricted the range of the fit to frequencies above 200 Hz, except for the 2 lowest laser power values for which the restriction was above 100 Hz. The error bars on the stiffness determined by the power spectrum method shown in Figures 6 and 8 are those given by the fitting procedure. They are probably an underestimate of the uncertainty because of the presence of the low frequency noise. Note that, when fitting the data, we found a fraction \( x \) of a few percent, compatible with zero and \( f_d \) above 6 kHz. The same values were found from the step-response method.

For the Bayesian inference method, the same 8-second trajectory was divided into six sub-trajectories of 8000 data points, keeping only one every 10 points to eliminate the memory effect due to the limited temporal response of the QPD (given by the previous fit results giving \( f_d \) and \( x \)) compared to the data sampling rate [12]. The error bars are the result of the quadratic sum of the standard deviation between the data sets and the error on the QPD calibration coefficient.

For the equipartition method, the entire Brownian motion trajectory was considered and only the error on the QPD calibration coefficient was taken into account. From the measured power spectrum, using Parseval’s theorem, we evaluated the low frequency noise contribution and corrected \( h^2 \) to keep only the relevant contribution as in ref. [24].

4.2 Results and discussion

Figure 6 compares the stiffness of the trap, obtained from the step-response method and the power spectrum analysis, at different heights \( h \), for a fixed laser power (230 mW). These two methods rely on the knowledge of the viscous drag at the trapping height to calculate the trap stiffness, given by Faxén’s law as a function of the height of the bead. This height was measured accurately, using the interference pattern as described in Section 3.1. As shown in Figure 6, the correction is substantial and leads to a trap stiffness independent of height. This indicates that no significant degradation of the stiffness due to spherical aberration is observed over this range of heights. Unlike what was reported in [25], this is in good agreement with theoretical predictions in [26] as well as our own calculation shown in Appendix, giving a decrease of only a few percent for lateral trap stiffness over the first 10 μm.
Figure 7 compares the stiffness of the trap, obtained from the Bayesian inference and equipartition methods under the same conditions. They confirm that the stiffness does not depend on bead height. Once corrected for low frequency noise, the stiffness obtained by the equipartition method agrees to better than 10% with the previous two methods. Since the Bayesian inference approach can in principle exploit the full information of the motion from one space-time point to the next, shorter trajectories might have been used to reduce the effect of this low frequency noise, as shown in [12]. This was not possible here due to the absence of an instantaneous fraction in the response of our detector (\(z; 0\), compared to \(z = 0.3\) in [12]).
Figure 8 shows the dependence of the stiffness with laser power, for a fixed height (2.7 µm). We see the expected linear behavior of the trap stiffness with laser power for all four methods. The stiffness values obtained by the step-response, power spectrum analysis and equipartition theorem are in very good agreement, while the Bayesian inference method gives values that are lower by 25%. Correcting for the presence of the low frequency noise in the Bayesian inference method would require including the diode response function in the inference algorithm. The observed linearity confirms that the corrections we have made to the various measurements are independent of laser power.

5 Conclusion

In this article, we have shown that an accurate calibration of optical tweezers can be achieved using backscattered light. The well contrasted interference pattern observed in the back focal plane of the microscope objective, due to the reflections on the coverslip and on the bead, is an asset to precisely determine the trapped bead height. The information about the bead height allows us to correctly account for the behaviour of the viscous drag close to a surface. Remarkably, this interference pattern does not affect the linearity of the lateral position calibration over a range of 250 nm away from the center of the trap. Four calibration methods, step-response, power spectrum density, equipartition and Bayesian inference were implemented in this configuration, and compared as a function of height and laser power. We were able to carry out this calibration between 2.5 and 7.5 µm from the surface and up to 600 mW of laser power reaching a stiffness of 0.35 pN/nm. Results are for the most part in very good agreement and are independent of bead height, showing no reduction of stiffness due to spherical aberrations in this range of heights. The remaining discrepancy is well understood, and the choice of calibration method depends on environmental factors such as acoustic noise or detector’s properties.

This method makes the optical tweezer a self-contained module where application of the force and in situ monitoring of its value can be added to an existing setup without interfering with other modalities. We have also demonstrated the combination of backscattered calibration with phase contrast microscopy, provided that the phase ring is deported in the imaging path. Fluorescence microscopy is another modality that can be combined with this versatile optical tweezer setup on live cells, as a key to the understanding of mechanotransduction, i.e. how cells sense...
physical forces and how they are translated into biochemical and biological responses. As an example, such a setup can correlate external force application by optical tweezers to FRET based force measurements on internal proteins under tension such as vinculin or talin at focal adhesion sites.

Over the height range explored in this article, spherical aberration is responsible for a slightly larger focal shift (by 1.18 instead of the index ratio 1.14), a small decrease of the maximal intensity of the focused beam (less than 10%) and a 10% increase of the full width at half maximum. We conclude that spherical aberration has no significant impact on the trapping beam in this range.
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Appendix

A.1 Effect of spherical aberration on the trapping beam

Using the hybridized electromagnetic numerical method published in [27], we calculated the intensity of the trapping laser focused beam after refraction at the coverslip-water interface and compared it with the intensity of a focused beam with no index mismatch on its path. The results are presented in Figure A1.
Figure A1. Normalized intensities of highly focused beams that propagate along the $z$ direction with no index mismatch (left) or with $n = 1.52$ for $z < 0$ and $n = 1.33$ for $z > 0$ (right). We compare a focus 10 $\mu$m above the coverslip with no index mismatch with the actual focus taking spherical aberration into account with the index mismatch. The focus is closer to the interface by a factor of 1.18. The interface location is shown by the dashed white line. Far right, and bottom: line scan through the points of maximal intensities (blue: focus with no index mismatch; black: with mismatch).